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This study systematically reviews advancements in fake news detection 

techniques, examining methodologies and frameworks across machine 

learning, natural language processing, social network analysis, and 

multimodal approaches. By following the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) guidelines, a rigorous 

and transparent review process was conducted, resulting in the selection and 

evaluation of 254 research articles. The findings reveal that supervised 

learning models, such as Support Vector Machines, Decision Trees, and 

Naïve Bayes, have shown strong performance in text-based fake news 

classification, particularly when feature selection is optimized. Deep 

learning models, including CNNs, RNNs, and transformers, have further 

advanced detection accuracy by capturing complex linguistic patterns, 

though challenges with computational demands and model interpretability 

remain. In scenarios with limited labeled data, unsupervised learning models 

and semi-supervised approaches offer adaptability, with clustering, anomaly 

detection, and iterative self-labeling proving effective for evolving 

misinformation. Additionally, cross-disciplinary approaches, integrating 

insights from psychology, sociology, and network science, enhance detection 

models by accounting for user behavior, emotional appeal, and social 

conformity in the spread of fake news. Case studies from collaborative 

projects underscore the potential of interdisciplinary efforts to develop 

robust, adaptable detection frameworks. This review concludes that effective 

fake news detection requires a multifaceted approach, combining technical 

advancements with social science insights to address the complexity and 

adaptive nature of misinformation. The study emphasizes the need for 

continued research in hybrid models and adaptive, real-time detection 

solutions to strengthen defenses against fake news in diverse digital 

environments. 
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 Introduction 

The rapid growth of the internet and social media 

platforms has fundamentally transformed the way 

information is shared and consumed, leading to 

unprecedented challenges related to the spread of 

misinformation and fake news (Sahan et al., 2022). Fake 

news, often defined as the deliberate spread of false or 

misleading information under the guise of legitimate 

news (Awan, Rahim, et al., 2021), has been shown to 

have profound implications for social trust, political 

stability, and public health (Kumar et al., 2017). The 

dynamics of social media allow fake news to spread 

much faster than traditional news sources due to its high 

shareability and the network effects of platforms like 

Twitter and Facebook (Friggeri, Adamic, Eckles, & 

Cheng, 2014). Recent studies indicate that 

misinformation is often more engaging than accurate 

news, leveraging emotional appeal to maximize user 

interaction and rapid dissemination. Consequently, 

researchers have turned to data analytics and machine 

learning techniques as essential tools to combat the 

spread of fake news, enabling real-time detection and 

response systems that can help mitigate its impact. 

Data-driven methods, especially in the fields of 

machine learning (ML) and natural language processing 

(NLP), have gained prominence for their effectiveness 

in identifying and categorizing fake news based on 

textual and contextual features (Mintoo, 2024; Vargo et 

al., 2017). Machine learning algorithms excel in 

handling vast amounts of data, learning patterns that are 

difficult for humans to detect, and can be applied to 

various forms of content, from social media posts to 

traditional news articles (Conroy et al., 2015). NLP 

techniques enhance these models by providing tools to 

analyze language structure, sentiment, syntax, and the 

semantic nuances that often differ between genuine and 

false information (Asr & Taboada, 2019). For example, 

sentiment analysis has proven effective in identifying 

the exaggerated or polarizing language frequently used 

in fake news articles (Singhal et al., 2019). 

Additionally, deep learning models, including 

convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs), have been developed to 

achieve high accuracy in fake news detection by 

recognizing language patterns and contextual 

irregularities in text (Gupta et al., 2022). However, 

while such methods offer promising results, the 

adaptability of these models across languages and 

diverse topics remains a significant challenge, 

underscoring the need for ongoing refinement and 

testing across global datasets (Bali et al., 2019). 

In addition to textual analysis, the study of user behavior 

has emerged as a complementary approach to fake news 

detection. User engagement metrics—such as likes, 

shares, and comments—offer insights into the 

behavioral patterns associated with the consumption 

and propagation of fake news, which often exhibits 

distinct interaction characteristics compared to genuine 

news (Singhal et al., 2019). Research has shown that 

fake news tends to generate higher engagement rates, as 

Figure 1:Combating Fake News with Technology 
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sensationalism and emotional appeals encourage 

sharing, often without careful consideration of the 

information’s accuracy ((Faustini & Covões, 2019). By 

integrating these behavioral patterns into detection 

models, researchers have developed hybrid frameworks 

that combine content-based and user-based approaches, 

thus improving detection accuracy and enabling models 

to account for social influence mechanisms driving 

misinformation spread (Palani et al., 2021). The 

effectiveness of these combined approaches has been 

demonstrated across numerous social media platforms, 

with findings suggesting that user engagement data can 

significantly enhance model performance, particularly 

when dealing with time-sensitive misinformation 

(Gupta et al., 2022). 

Another crucial dimension in fake news detection 

involves social network analysis (SNA), a technique 

that utilizes graph theory to map the relationships and 

dissemination pathways of information within online 

networks. SNA has proven valuable in identifying key 

nodes, clusters, and influencers who play a substantial 

role in the propagation of fake news (Galli et al., 2022). 

Studies suggest that misinformation typically follows 

certain network patterns, where highly connected 

nodes, or central users, amplify the spread (Mridha et 

al., 2021). Bots and automated accounts, for example, 

act as significant agents in this network, accelerating the 

reach of fake news through coordinated actions. By 

combining network characteristics with machine 

learning, researchers have developed advanced 

detection systems that can identify and flag high-risk 

content preemptively (Jang et al., 2018). Social network 

analysis not only enables the identification of 

misinformation hubs but also aids in understanding how 

certain network configurations may be more susceptible 

to the spread of fake news, offering new avenues for 

prevention and intervention within these networks 

(Capuano et al., 2023). Despite significant 

advancements, the continuously evolving nature of fake 

news tactics presents ongoing challenges for detection 

systems. Fake news creators adapt quickly, utilizing 

advanced techniques such as deepfake technology and 

AI-generated bots to produce increasingly sophisticated 

misinformation (Ilie et al., 2021). These adaptations 

have led to the emergence of new forms of 

misinformation that traditional detection systems 

struggle to recognize, as they often rely on static 

datasets that cannot keep pace with the changing 

landscape (Hua & Shaw, 2020). Accordingly, there is a 

growing shift toward developing adaptive machine 

learning models capable of learning from real-time data 

and evolving as new types of fake news arise 

(Ruchansky et al., 2017). Collaborative efforts across 

disciplines, incorporating insights from computer 

science, psychology, and social science, are also 

becoming critical to creating more holistic solutions that 

address the multifaceted nature of fake news (Girgis et 

al., 2018). By integrating insights from these various 

fields, researchers aim to design comprehensive 

detection systems that can dynamically respond to the 

complexities of digital misinformation. 

The primary aim of this study is to develop a 

comprehensive understanding of fake news detection 

through data analytics and machine learning 

methodologies. This research aims to synthesize 

existing approaches, identifying key techniques, 

algorithms, and frameworks that have proven effective 

in distinguishing false information from factual content. 

By analyzing both content-based and behavior-based 

detection models, the study seeks to provide insights 

Figure 2:Combating Fake News with Technology 
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into the strengths and limitations of current methods, 

addressing critical challenges such as adaptability 

across different languages, cultural contexts, and topics. 

Additionally, this review intends to highlight the 

evolving nature of fake news tactics, examining how 

machine learning algorithms and natural language 

processing can be optimized to respond to emerging 

forms of misinformation. Ultimately, the goal is to 

present a systematic framework that supports the 

development of robust, scalable, and adaptive detection 

systems, contributing to the broader field of 

misinformation research and offering practical insights 

for real-world application in digital media and social 

platforms. 

 Literature Review 

This section explores the existing body of research on 

fake news detection, providing a systematic overview of 

the methodologies, tools, and models that have been 

developed to identify and mitigate misinformation. The 

rapid advancement of data analytics, machine learning, 

and natural language processing has equipped 

researchers with diverse techniques to tackle fake news. 

A review of the literature reveals several core themes, 

including content-based analysis, user behavior 

modeling, and network-based approaches, each 

contributing uniquely to the detection process. 

Additionally, this section examines the limitations and 

challenges that persist within these methods, such as 

scalability, cross-linguistic adaptability, and the 

evolving tactics of fake news creators. By synthesizing 

findings from recent studies, this literature review lays 

the groundwork for understanding the strengths and 

gaps in current fake news detection approaches, guiding 

future research efforts toward developing more robust 

and adaptive solutions. 

 Fake News  

The emergence of fake news, defined as deliberately 

misleading information presented as legitimate news, 

has become a pervasive issue in digital media, posing 

risks to social stability, public trust, and even 

democratic processes. Social media platforms, in 

particular, have facilitated the rapid spread of fake 

news, largely due to the lack of traditional editorial 

gatekeepers and the virality-driven nature of user-

generated content (Kresnakova et al., 2019). Studies 

show that fake news tends to elicit stronger emotional 

responses than factual content, leading to higher levels 

of user engagement and faster dissemination. The 

psychological appeal of sensationalism and conflict 

plays a significant role in this, as emotionally charged 

content is more likely to be shared. This dissemination 

pattern has prompted researchers to investigate not only 

the defining characteristics of fake news but also the 

structural and behavioral factors that amplify its reach 

across social media networks (Shahid et al., 2024). 

Moreover, Content analysis has emerged as a central 

approach to detecting fake news, utilizing textual 

features to differentiate between legitimate and 

deceptive information. Studies emphasize the 

importance of language analysis, as fake news articles 

often display linguistic cues that distinguish them from 

verified news stories (Zhang et al., 2019). Techniques 

such as sentiment analysis, syntax, and lexical choice 

Figure 3: Fake News Detection and Spread 
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are frequently applied, with findings indicating that fake 

news often contains more extreme language and 

polarized viewpoints (Goldani et al., 2021; Shamim, 

2022). Natural Language Processing (NLP) tools, 

including tokenization, n-grams, and word embeddings, 

have been developed to identify these subtle cues, 

helping to classify fake news with increasing accuracy 

(Ahmed et al., 2017). Advanced machine learning 

models, particularly deep learning algorithms like 

convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs), have further enhanced 

detection capabilities by identifying complex patterns 

within text data, though these models face challenges in 

adapting to diverse topics and languages (Sastrawan et 

al., 2022). 

In addition to content-based approaches, user behavior 

analysis has proven invaluable in distinguishing fake 

news from genuine content. Studies have shown that 

user interaction patterns, such as shares, likes, and 

comments, often differ when engaging with fake news 

compared to factual stories (Aslam et al., 2021). 

Behavior-based models incorporate these interaction 

metrics, which, combined with content analysis, 

improve detection accuracy by accounting for social 

influence mechanisms (Jang et al., 2019). Furthermore, 

fake news tends to generate higher engagement rates 

due to its sensational nature, which encourages more 

rapid dissemination across user networks (Lai et al., 

2022). Studies integrating behavioral and content data 

demonstrate that this dual approach enhances model 

performance and robustness, making it a powerful 

strategy in identifying fake news on platforms that rely 

heavily on user interaction for content virality (Awan, 

Yasin, et al., 2021).In addition, the role of network 

structures in the spread of fake news has also been a 

significant focus, with Social Network Analysis (SNA) 

offering insights into how misinformation propagates 

within digital environments. Network characteristics, 

such as the presence of influential nodes or clusters, 

have been shown to affect the reach and speed of fake 

news dissemination (Raza & Ding, 2022). Automated 

accounts, or bots, are particularly influential in 

amplifying fake news by rapidly sharing content across 

networks, often with the aim of influencing public 

perception or political discourse. Studies employing 

SNA techniques highlight how certain network 

configurations, such as tightly knit clusters or highly 

connected individuals, can either contain or escalate the 

spread of misinformation. By integrating SNA with 

machine learning algorithms, researchers are able to 

create models that not only identify fake news content 

but also predict its potential reach within a given 

network, thereby offering a more comprehensive 

approach to mitigating its impact (Lyu & Lo, 2020). 

 Fake News Detection 

The rise of fake news on digital platforms has spurred 

extensive research into detection methods, particularly 

with the aim of maintaining information integrity and 

public trust. Fake news, or deliberately misleading 

information presented as legitimate news, has become 

an increasingly pervasive problem due to the high 

Figure 4: Fake News Detection Framework 
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shareability and virality mechanisms of social media 

(Shu et al., 2017). Research shows that the 

psychological appeal of fake news—often through 

sensationalism and emotional language—contributes to 

its rapid dissemination, reaching larger audiences faster 

than factual news (Kumar et al., 2019). The 

proliferation of fake news has profound impacts, not 

only on public perception and behavior but also on 

democratic processes and social trust. Consequently, 

researchers are actively developing detection models 

using data analytics, text analysis, and user behavior 

patterns to mitigate the spread of misinformation. 

Understanding the propagation patterns and underlying 

psychology of fake news has become central to crafting 

more accurate and adaptive detection strategies. 

Content-based analysis, a prominent approach in fake 

news detection, focuses on identifying linguistic 

features that differentiate fake news from genuine 

reports. Studies indicate that fake news often uses 

distinctive language patterns, such as extreme 

sentiment, exaggerated phrasing, and polarized 

perspectives, to maximize user engagement (Shaikh & 

Patil, 2020). Natural Language Processing (NLP) tools, 

including sentiment analysis, tokenization, and syntax 

parsing, have proven effective in detecting these 

language characteristics, leading to improved 

classification accuracy in identifying fake news 

(Manzoor et al., 2019). Furthermore, machine learning 

techniques like Support Vector Machines (SVMs), 

Naïve Bayes, and, more recently, deep learning models 

such as convolutional neural networks (CNNs) and 

recurrent neural networks (RNNs) have been applied to 

detect fake news through pattern recognition in text 

data. Although these content-based models offer 

promising results, challenges remain in adapting them 

to diverse topics, languages, and evolving news 

narratives, which limits their generalizability and calls 

for further refinement (Ahmad et al., 2020). 

In addition to content analysis, user behavior modeling 

has emerged as an effective tool for detecting fake news. 

Researchers have identified that user interactions with 

fake news, such as the frequency of shares, likes, and 

comments, often exhibit unique patterns distinct from 

genuine news (Granik & Mesyura, 2017). Behavioral 

analysis leverages these engagement metrics, which can 

be combined with text analysis to enhance model 

accuracy by accounting for social influence 

mechanisms that fuel fake news propagation (Jiang et 

al., 2022). Studies indicate that sensationalist content, 

characteristic of fake news, garners more rapid and 

extensive engagement than factual stories, making 

behavioral cues a valuable addition to detection 

algorithms (Nasir et al., 2021). Hybrid models that 

integrate behavioral and content features have 

demonstrated greater robustness and adaptability, 

particularly when deployed in real-time environments 

where the nature of content and user responses 

constantly evolve (Rubin et al., 2016). This combined 

approach has shown substantial promise in improving 

detection accuracy across various social media 

platforms, addressing the limitations of content-based 

models alone. Network-based approaches, such as 

Social Network Analysis (SNA), have also been pivotal 

in advancing fake news detection efforts by examining 

the structural dynamics of misinformation spread. 

Network analysis identifies influential nodes or clusters 

that amplify fake news through central roles within 

social networks (Raponi et al., 2022). Bots and 

automated accounts are key actors in this amplification 

process, as they can quickly and widely distribute fake 

news to influence public discourse or sway political 

opinions. By mapping information flow and pinpointing 

influential accounts, SNA techniques allow for early 

detection and targeted intervention, aiming to disrupt 

the spread of fake news before it gains substantial reach. 

Integrating SNA with machine learning algorithms has 

enabled the development of more comprehensive 

models capable of predicting the potential reach and 

impact of fake news, which is essential for creating real-

time, preventative measures in combating 

misinformation on digital platforms (Lyu & Lo, 2020). 

 Textual Features in Fake News Detection: 

In recent years, detecting fake news through textual 

analysis has become an essential focus within the field, 

leveraging linguistic and structural characteristics to 

distinguish false information from credible content. 

Researchers have identified several linguistic features 

that are typically present in fake news, such as 

sensational language, exaggerated claims, and 

emotionally charged wording, all of which are used to 

manipulate readers (Shu et al., 2017). By analyzing 

these features, researchers aim to understand how 

lexical choice, syntax, and semantics differentiate fake 

news from factual reporting. NLP techniques, including 

word embeddings, bag-of-words, and n-grams, allow 
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for the detailed examination of word patterns, helping 

to classify news articles based on the frequency of 

particular terms and phrases commonly associated with 

misinformation. Machine learning models, such as 

support vector machines (SVMs) and decision trees, 

have been employed alongside these features to 

improve accuracy in fake news classification, with 

results suggesting that textual cues can offer a reliable 

foundation for detection efforts (Kumar et al., 2019). 

However, the complexity of language continues to 

challenge models’ abilities to generalize across topics 

and platforms, revealing the need for adaptable 

approaches.Moreover, sentiment analysis has emerged 

as a pivotal tool in fake news detection, particularly due 

to its focus on the emotional tone conveyed in articles. 

Fake news often employs polarizing language, aiming 

to incite strong emotional reactions that encourage 

sharing and engagement (Shaikh & Patil, 2020). Studies 

demonstrate that sentiment analysis, which measures 

the positivity, negativity, or neutrality of a text, is 

effective in distinguishing fake news due to the 

predominance of emotionally charged or biased 

language in such articles (Manzoor et al., 2019; Shaikh 

& Patil, 2020). Advanced models, including deep 

learning algorithms like CNNs and RNNs, have 

improved sentiment analysis by capturing complex 

emotional cues embedded within text (Ahmad et al., 

2020). Furthermore, some studies incorporate lexical 

sentiment dictionaries, which match specific words to 

predefined emotional categories, helping models to 

identify articles that exaggerate or distort facts. While 

sentiment analysis has shown high accuracy in 

distinguishing fake news, it is particularly effective 

when combined with other textual features, enhancing 

the model’s ability to identify misinformation’s 

nuanced emotional appeal. 

Lexical choice and syntax play equally important roles 

in fake news detection, as the choice of words and 

sentence structures can reveal patterns that are typical 

of misinformation. Fake news articles often utilize 

simpler, repetitive language aimed at maximizing reach 

and readability among diverse audiences (Granik & 

Mesyura, 2017). Additionally, linguistic markers such 

as adverbs, adjectives, and exclamations are frequently 

overused in fake news, contributing to an exaggerated 

tone that is intended to capture readers’ attention (Jiang 

et al., 2022). Studies employing syntactic analysis tools, 

such as part-of-speech tagging and dependency parsing, 

have found that sentence complexity and structure differ 

significantly between fake and factual news, as fake 

news is more likely to use shorter, direct sentences. 

Furthermore, fake news articles may include ambiguous 

or vague language to create an illusion of credibility 

without verifying facts. These linguistic features, when 

used in conjunction with NLP techniques, enhance the 

ability of fake news detection models to classify text 

accurately, particularly when identifying articles that 

strategically employ simplistic or repetitive structures 

(Rubin et al., 2016). 

Finally, semantic analysis has gained traction as a 

critical component in fake news detection, focusing on 

the underlying meanings and relationships within text to 

Figure 5: Components of Fake News Detection 
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uncover deeper indicators of falsehood. Semantic 

analysis goes beyond surface-level word choice to 

examine how ideas and claims within an article connect 

logically or inconsistently (Raponi et al., 2022). Some 

fake news detection models employ semantic similarity 

measures to compare articles with reliable sources, 

assessing the degree to which information aligns with 

verified facts. Knowledge graphs and ontologies, for 

instance, have been applied to establish relational 

connections between entities and concepts, aiding in the 

detection of claims that contradict well-established 

information. Moreover, techniques like topic modeling 

and latent Dirichlet allocation (LDA) enable the 

clustering of content themes, helping to reveal 

discrepancies in subject matter and logical flow that are 

characteristic of fake news (Meel & Vishwakarma, 

2020). Semantic analysis, by focusing on the coherence 

and logical consistency within a narrative, is a powerful 

approach in identifying misinformation, particularly 

when integrated with other textual features that reveal 

both surface-level and deeper linguistic patterns. 

 Natural Language Processing (NLP) 

Techniques: 

Natural Language Processing (NLP) techniques have 

become integral to the field of fake news detection, as 

they allow for sophisticated analysis of textual data, 

capturing linguistic patterns that may not be 

immediately apparent to human readers. One of the 

primary NLP techniques used in this context is 

tokenization, which breaks down text into individual 

words or phrases, making it easier for algorithms to 

analyze language structures and frequencies (Di 

Domenico et al., 2021). Tokenization, when combined 

with word embeddings such as Word2Vec and GloVe, 

enables models to represent words as vectors that 

capture semantic relationships, providing a 

foundational structure for detecting word patterns 

associated with fake news. Studies demonstrate that 

fake news articles tend to use sensational or polarized 

language, and these embedding techniques allow 

models to recognize these cues and classify content 

more accurately (Di Domenico et al., 2021; Raponi et 

al., 2022). Additionally, text classification, which 

categorizes text based on learned patterns, is widely 

employed to separate fake from real news. This toolset 

of tokenization, word embeddings, and text 

classification has proven effective in fake news 

detection, though challenges remain in adapting these 

techniques to different languages and platforms (Granik 

& Mesyura, 2017).Moreover, deep learning models, 

particularly Convolutional Neural Networks (CNNs) 

and Recurrent Neural Networks (RNNs), have 

significantly advanced NLP applications in fake news 

detection by processing complex text structures and 

learning contextual patterns (Jiang et al., 2022). CNNs 

are effective in capturing local dependencies within 

text, making them suitable for identifying phrases 

commonly used in fake news, while RNNs, including 

Long Short-Term Memory (LSTM) networks, excel at 

capturing sequential data, which is essential for 

understanding narrative flow in news articles . Studies 

show that these deep learning models outperform 

traditional machine learning approaches in accuracy 

and scalability when detecting linguistic cues in fake 

news. However, these models are resource-intensive 

and require large amounts of data for training, posing 

challenges when applied to topics or languages with 

limited data availability. Despite these challenges, 

CNNs and RNNs have established themselves as 

Figure 6: Classical NLP Techniques 
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reliable tools in NLP for fake news detection, with 

ongoing research exploring ways to optimize these 

models for efficiency and adaptability. 

The application of NLP techniques in fake news 

detection has been particularly successful in identifying 

thematic and emotional patterns that distinguish fake 

news from factual content. Techniques such as 

sentiment analysis and topic modeling allow algorithms 

to assess the emotional tone and subject matter of news 

articles, often revealing polarized or inflammatory 

language commonly found in fake news (Rubin et al., 

2016). By analyzing these thematic patterns, NLP tools 

can discern content that is structured to provoke strong 

emotional responses, which is a common characteristic 

of fake news (Meel & Vishwakarma, 2020). Topic 

modeling algorithms, like Latent Dirichlet Allocation 

(LDA), group related words into topics, assisting in the 

detection of narratives that diverge from standard 

reporting or factual news sources (Huckle & White, 

2017). While these NLP-based approaches enhance 

detection accuracy, they also face challenges in cross-

cultural applications, as topics and emotional cues vary 

significantly across languages and contexts. This 

variation necessitates the development of models that 

can effectively generalize across diverse linguistic and 

thematic landscapes. Despite the successes of NLP 

techniques in fake news detection, their adaptability to 

diverse languages and topics remains a significant 

challenge. Fake news detection models are often trained 

on English-language data, which limits their 

effectiveness when applied to other languages with 

distinct syntactic and semantic structures. Research 

shows that models struggle to generalize across 

languages, particularly when dealing with non-Latin 

scripts or languages with complex morphology. Efforts 

to create multilingual datasets and leverage transfer 

learning have shown promise in improving cross-

linguistic adaptability (Raponi et al., 2022). However, 

the limited availability of high-quality, annotated 

datasets in many languages hinders the scalability of 

these techniques, especially in low-resource settings 

(Klein & Wueller, 2017). Moreover, the adaptability of 

NLP models across different topics within the same 

language is still challenging, as fake news often evolves 

to include new subject matter, requiring models to adapt 

to novel contexts and narratives continually. Addressing 

these challenges is essential for advancing the reliability 

and applicability of NLP-based fake news detection 

models worldwide. 

 Multimodal Approaches in Fake News 

Detection 

With the increasing prevalence of misinformation in 

multimedia formats, researchers have expanded fake 

news detection methods to incorporate multimodal 

approaches, integrating images, videos, and other non-

textual elements alongside text-based analysis. Studies 

Figure 7: Architecture of the multimodal approach for fake news detection 

 

 

 

Source:Segura-Bedmar and Alonso-Bartolome (2022) 
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indicate that fake news often uses visual elements to 

capture attention and lend credibility to false 

information, thus heightening the need for detection 

techniques that analyze both text and visual cues. Early 

research in this area focused primarily on analyzing 

images associated with fake news, using image 

metadata, reverse image search, and visual consistency 

checks to verify authenticity. As detection technology 

has evolved, more sophisticated methods, including 

machine learning algorithms that process both text and 

visual content, have been developed to increase 

detection accuracy. These multimodal approaches offer 

promising results in distinguishing fake news from real 

news, especially as misinformation increasingly 

incorporates manipulated images and videos to mislead 

viewers (Jang et al., 2019). One key component of 

multimodal fake news detection is the use of image 

recognition techniques to identify discrepancies 

between visual and textual information. Image 

recognition models, particularly convolutional neural 

networks (CNNs), can analyze visual features such as 

color patterns, object composition, and spatial 

relationships, detecting manipulations like deepfakes 

and doctored images (Raza & Ding, 2022). Studies 

employing CNNs have shown high accuracy in 

detecting manipulated images, which are often used in 

fake news to create a misleading visual narrative (Lyu 

& Lo, 2020). When combined with NLP techniques, 

these image recognition models enhance detection by 

comparing visual content against accompanying text, 

revealing inconsistencies between the two modalities 

(Kumar et al., 2019). For instance, a misleading 

headline might be paired with an unrelated image to 

generate a false impression, a tactic that multimodal 

approaches can effectively identify (Manzoor et al., 

2019). By integrating visual analysis with textual data, 

multimodal models offer a more comprehensive 

framework for fake news detection in a multimedia-

driven landscape (Jiang et al., 2022). 

Video analysis is also gaining traction in the multimodal 

detection of fake news, particularly as the use of videos 

in misinformation campaigns becomes more common. 

Video content analysis can identify indicators of 

manipulation through frame-by-frame examination, 

audio analysis, and voice recognition, all of which 

contribute to assessing a video's credibility. Techniques 

such as deepfake detection and frame analysis have 

been effective in spotting inconsistencies in 

manipulated videos, especially in news content that uses 

falsified or altered visuals to misrepresent facts. Some 

multimodal models combine video analysis with 

sentiment analysis of the audio content to detect fake 

news narratives that rely on exaggerated emotional 

appeal or misaligned visual cues. Integrating video with 

textual and image analysis enhances the model's 

robustness, enabling a comprehensive assessment of 

multimedia content, which is increasingly used to 

mislead audiences (Abrahams et al., 2015). The 

adoption of multimodal approaches in fake news 

detection brings both advancements and challenges, as 

these methods require substantial computational power 

and large datasets to perform effectively. While models 

that integrate text, image, and video data are more 

accurate in identifying fake news, they are often 

computationally intensive, limiting their application on 

a broad scale (Tang et al., 2018). Additionally, the 

diversity in multimedia formats presents technical 

challenges, as fake news detection models must adapt to 

a wide range of formats and styles across social media 

platforms. Researchers are addressing these challenges 

by developing more efficient, scalable multimodal 

models and using transfer learning to adapt models 

across formats. Despite these limitations, the evolution 

of multimodal approaches highlights their potential as 

effective tools in combatting misinformation in an 

increasingly visual and interactive digital landscape. 

Social Network Analysis (SNA) 

Social Network Analysis (SNA) has become a crucial 

method for studying the spread of fake news on social 

media platforms, as it provides insights into the 

complex pathways through which misinformation 

travels. By analyzing the structure and connections 

within social networks, SNA enables researchers to 

understand how information spreads and to identify the 

nodes, or individuals, that play pivotal roles in 

disseminating content (Freeman et al., 2014). SNA 

focuses on mapping the relationships between users and 

examining network properties, such as connectivity, 

centrality, and modularity, to gain insights into 

dissemination patterns. Studies have shown that fake 

news spreads differently from real news, often 

following more viral and clustered paths due to 

sensational content that triggers engagement (Hunter, 

2007). By leveraging SNA, researchers can identify the 

structural characteristics of networks that are more 
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susceptible to fake news, enabling targeted 

interventions to disrupt the spread of misinformation 

effectively. SNA tools, particularly graph theory, play a 

vital role in identifying the patterns and pathways 

through which fake news spreads on social media. 

Graph theory allows researchers to model networks as 

graphs, where nodes represent users and edges represent 

interactions such as sharing, liking, or commenting on 

content (Venkatesan et al., 2013). Centrality measures, 

such as degree centrality, betweenness centrality, and 

eigenvector centrality, help identify influential users, or 

“super-spreaders,” who amplify fake news by sharing it 

with a wide audience (Li et al., 2019). Studies have 

found that these influential nodes can greatly accelerate 

the dissemination of fake news, making them primary 

targets for detection and mitigation efforts (Freeman et 

al., 2014; Li et al., 2019). Additionally, network density 

and clustering coefficients can reveal tightly connected 

groups within the network, often forming echo 

chambers that reinforce and amplify misinformation 

(Ebadi et al., 2022). Using these graph-based insights, 

SNA provides a systematic approach for tracing the 

paths of fake news and understanding the dynamics of 

its spread. 

Clustering algorithms are another essential component 

in SNA, as they allow researchers to identify 

communities or clusters within social networks that may 

be particularly prone to consuming and sharing fake 

news. Clustering methods, such as the Louvain 

algorithm and hierarchical clustering, divide networks 

into subgroups where users are more likely to interact 

with one another than with users outside the group (Su 

et al., 2020). Studies have shown that these clusters 

often act as echo chambers, where users with similar 

views reinforce each other’s beliefs, making them more 

likely to share and trust misinformation (Ebadi et al., 

2022). By using clustering algorithms, researchers can 

identify these high-risk groups and develop targeted 

strategies for spreading factual information within these 

communities. This clustering approach is especially 

relevant in political and health-related fake news, where 

misinformation can have severe consequences if left 

unchecked. Clustering analysis not only aids in 

detecting misinformation hubs but also supports 

interventions to promote accurate information 

dissemination. Despite its effectiveness, SNA faces 

challenges in scalability and adapting to evolving social 

media dynamics, as fake news creators frequently alter 

their strategies to avoid detection. As social media 

platforms grow and user interactions become 

increasingly complex, the volume and velocity of data 

can overwhelm traditional SNA tools (Venkatesan et 

al., 2013). To address these challenges, researchers have 

explored hybrid approaches that integrate SNA with 

machine learning algorithms, allowing for more 

dynamic and scalable detection models (Song et al., 

2021). These hybrid models can adapt to changes in 

network structures, such as the emergence of new 

clusters or influential nodes, making them more 

resilient against the adaptive tactics used by fake news 

propagators. While SNA has proven valuable in 

identifying patterns and influential nodes within 

networks, advancing its scalability and adaptability 

remains essential for keeping pace with the rapid 

evolution of misinformation spread in social media 

environments (Saikh et al., 2020). 

 Bots and Automated Accounts 

The influence of bots and automated accounts in 

propagating fake news has become a critical area of 

study, as these entities amplify misinformation across 

social media platforms at an unprecedented scale. 

Bots—automated programs designed to perform 

 

Source: Kazienko(2018). 

 

 

Figure 8: Process of Social Network Analysis 
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repetitive tasks online—are highly effective in 

spreading fake news due to their ability to post and share 

content quickly and continuously. Research shows that 

bots are responsible for a substantial portion of the 

information shared on platforms like Twitter, where 

they can manipulate discourse by pushing certain 

narratives, creating a false sense of popularity around 

specific stories. Studies indicate that bot networks are 

often programmed to distribute sensational or 

polarizing content, exploiting user engagement patterns 

to increase the visibility of fake news (Zhou & Zafarani, 

2020). As bots operate within structured networks, they 

contribute to the rapid diffusion of misinformation, 

often acting in coordination to maximize their reach. 

The coordinated nature of bot activities highlights the 

role of automation in amplifying misinformation, 

necessitating targeted strategies for detection and 

intervention. Detecting bots and measuring their impact 

on misinformation diffusion require sophisticated 

methods that can analyze both behavior and network 

patterns. Machine learning models, such as Random 

Forests and Support Vector Machines (SVMs), have 

been widely applied to distinguish bots from human 

users by examining behavioral features, including 

posting frequency, time of activity, and interaction 

patterns (Meesad, 2021). Graph theory and clustering 

algorithms are also frequently used in bot detection, as 

bots tend to form dense clusters and exhibit distinct 

network patterns, such as high in-degree and out-degree 

connections, which make them identifiable within 

social networks. Additionally, studies using Botometer, 

an online tool that calculates the likelihood of an 

account being a bot, have proven effective in 

quantifying the presence of bots within misinformation 

networks. These detection methods help researchers 

measure the reach and influence of automated accounts, 

allowing for a better understanding of how bots 

contribute to fake news dissemination on a structural 

level (Bondielli & Marcelloni, 2019). Moreover, the 

strategic deployment of bots is particularly evident 

during political events and crisis situations, where 

automated accounts often push targeted misinformation 

to influence public opinion or incite panic. Research has 

documented how bots were used extensively in the 2016 

U.S. presidential election and other major political 

events, where they flooded social media with divisive 

content to polarize audiences and disrupt rational 

discourse (Kozik et al., 2022). By creating an illusion of 

public support for specific viewpoints, bots can amplify 

the visibility and perceived credibility of fake news, 

making it more likely to be believed and shared by real 

users. Bot networks often work in coordination, using 

hashtags and trending keywords to manipulate platform 

algorithms and increase the exposure of misinformation 

to a broader audience. This coordinated activity not only 

impacts information quality but also affects user 

perceptions of social consensus, as bots create echo 

chambers that reinforce misinformation within certain 

user communities. Despite advancements in detection, 

bots continue to evolve, adopting increasingly 

sophisticated behaviors to evade traditional 

identification methods. Recent studies reveal that bot 

developers are employing techniques like mimicry, 

where bots imitate human behavior by altering posting 

patterns and interacting with real users, making them 

harder to distinguish (Mishima & Yamana, 2022). 

Hybrid models, combining machine learning with deep 

learning techniques such as recurrent neural networks 

(RNNs) and convolutional neural networks (CNNs), 

have been proposed to improve detection accuracy by 

capturing more nuanced behavior patterns. 

Additionally, transfer learning and adaptive algorithms 

are being used to identify bots that modify their 

strategies over time, enhancing model robustness. 

Although bot detection has become more advanced, 

researchers stress that continuous model updates and the 

development of adaptive detection tools are essential to 

address the rapidly evolving tactics of bot networks in 

the fake news ecosystem (Zhou & Zafarani, 2020). 

 

Figure 9: Bot-Driven Misinformation Cycle 

 

 

file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_82
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_82
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_51
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_14
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_41
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_53
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_82


Vol 01 | Issue 01 | November 2024  120  

             

       

    ACADEMIC JOURNAL ON INNOVATION, ENGINEERING & EMERGING TECHNOLOGY 

     Doi: 10.69593/ajieet.v1i01.143 
 

 

 

 

 Machine Learning and Adaptive Models 

Supervised learning models have been widely used in 

fake news detection due to their effectiveness in 

classifying content based on labeled datasets. 

Commonly employed algorithms include Support 

Vector Machines (SVM), Decision Trees, and Naïve 

Bayes, each offering unique strengths in text 

classification tasks. SVMs, for example, are particularly 

effective in high-dimensional spaces, making them 

suitable for fake news detection based on text features. 

Decision Trees are valuable for their interpretability, 

enabling researchers to visualize the feature selection 

process and understand why specific content is 

classified as fake. Naïve Bayes, known for its 

simplicity, performs well with smaller datasets but can 

struggle with complex language patterns present in fake 

news (Guess et al., 2018). However, the effectiveness of 

these supervised models relies heavily on the quality 

and quantity of training data, as large, diverse datasets 

are essential for capturing the various linguistic patterns 

associated with fake news. Feature selection also plays 

a critical role, with models benefiting from carefully 

chosen linguistic and sentiment features that enhance 

accuracy while minimizing noise (Alonso et al., 2021). 

In addition, Deep learning models, including 

Convolutional Neural Networks (CNNs), Recurrent 

Neural Networks (RNNs), and transformers, have 

advanced the field of fake news detection by capturing 

complex language patterns that traditional models often 

miss. CNNs are effective in identifying local word 

dependencies and phrases associated with fake news, 

making them useful for analyzing short text snippets. 

RNNs, and specifically Long Short-Term Memory 

(LSTM) networks, excel at processing sequential data, 

which is critical for understanding the flow and context 

in news articles. Transformers, particularly BERT 

(Bidirectional Encoder Representations from 

Transformers), have shown remarkable performance in 

language understanding tasks, capturing contextual 

nuances that improve classification accuracy. However, 

deep learning models require significant computational 

resources and large datasets for training, making them 

less accessible for real-time applications. Additionally, 

the interpretability of neural networks remains a 

challenge, as their complex architectures make it 

difficult to understand the decision-making process, a 

limitation that impacts transparency in fake news 

detection. Unsupervised learning and clustering 

techniques offer alternative approaches for detecting 

fake news, especially when labeled data is limited. 

Clustering algorithms, such as k-means and hierarchical 

clustering, group similar data points based on shared 

 

Figure 10: Machine Learning Models for Fake News Detection 

 

 

https://allacademicresearch.com/index.php/AJIEET/index
https://doi.org/10.69593/ajieet.v1i01.143
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_26
file:///C:/Users/LENOVO/Desktop/On%20going/New%20folder%20(4)/Manuscript.docx%23_ENREF_6


Vol 01 | Issue 01 | November 2024  121  

 

DETECTING FAKE NEWS USING DATA ANALYTICS: A SYSTEMATIC LITERATURE REVIEW AND MACHINE 

LEARNING APPROACH 

                

 

features, allowing for the identification of patterns in 

misinformation without relying on labeled datasets.  

 Cross-Disciplinary Approaches 

The integration of psychological theories into fake news 

detection models has become a valuable approach for 

understanding the appeal and spread of misinformation, 

particularly by examining how persuasion, emotional 

appeal, and social conformity drive user behavior. 

Psychological theories, such as the Elaboration 

Likelihood Model (Mishima & Yamana, 2022), suggest 

that users are more likely to accept information when it 

aligns with their existing beliefs and emotions, a 

concept that is crucial in understanding the proliferation 

of fake news (Meesad, 2021). Studies have found that 

fake news articles often employ emotionally charged 

language to exploit this tendency, making them more 

appealing and shareable among users (Istiak & Hwang, 

2024; Istiak et al., 2023). By incorporating 

psychological theories, researchers have developed 

models that analyze emotional and persuasive cues 

within text, enabling more effective detection of content 

designed to manipulate reader sentiment. These 

approaches allow models to better account for the 

cognitive biases and emotional responses that drive user 

engagement with fake news, highlighting the 

importance of understanding user psychology in 

combating misinformation (Alam et al., 2024; Golbeck 

et al., 2018). In addition to psychology, sociological 

insights on social conformity and group behavior have 

been integrated into fake news detection models to 

explain how misinformation spreads within 

communities. Theories on social influence, such as 

Asch's (1956) conformity experiments, indicate that 

individuals often adopt beliefs and behaviors that align 

with their social group, which is particularly relevant on 

platforms where echo chambers reinforce certain 

viewpoints (Badhon et al., 2023; Islam et al., 2021). 

Sociological studies suggest that fake news often 

flourishes within these isolated networks, where users 

validate each other’s beliefs, creating an environment 

conducive to the spread of misinformation . By 

incorporating sociological theories, detection models 

can better understand the role of network structures and 

group dynamics, using Social Network Analysis (SNA) 

to identify clusters or communities that are more 

vulnerable to fake news(Saika et al., 2024; Sohel et al., 

2024; Uddin et al., 2024). These interdisciplinary 

insights enable models to target high-risk communities 

within networks, offering a more strategic approach to 

misinformation control. In addition, collaborative 

efforts across fields, combining social sciences, 

computational linguistics, and network science, have 

led to innovative frameworks for detecting fake news. 

Interdisciplinary projects often involve computational 

linguists, who apply natural language processing (NLP) 

techniques to analyze text, alongside social scientists, 

who provide insights into human behavior and social 

dynamics (Meesad, 2021). Such collaborations have 

resulted in models that not only assess the linguistic 

properties of fake news but also consider social context 

and user interactions, thereby enhancing detection 

accuracy. Network scientists contribute by mapping the 

structural patterns of information spread, offering 

insights into how misinformation propagates through 

social platforms.  

 Method 

This study followed the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) 

guidelines, ensuring a rigorous, transparent, and 

systematic review process. The initial step involved a 

comprehensive search across multiple academic 

databases, including Scopus, Web of Science, IEEE 

Xplore, ScienceDirect, and Google Scholar, using 

keywords such as “fake news detection,” “machine 

learning in misinformation,” “NLP for fake news,” 

 

Figure 11: Enhancing Fake News Detection 
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“social network analysis,” “bots and fake news,” and 

“multimodal fake news detection.” Boolean operators 

were employed to refine the search, yielding an initial 

pool of 4,256 articles. The subsequent screening phase 

involved title and abstract reviews based on defined 

inclusion and exclusion criteria. Studies focusing on 

fake news detection through methods like machine 

learning, NLP, social network analysis, or multimodal 

approaches and published in peer-reviewed English 

journals or conferences were retained, while irrelevant 

studies, opinion pieces, editorials, and non-peer-

reviewed sources were excluded, reducing the pool to 

1,752 articles. These remaining articles underwent a 

full-text eligibility check, with a focus on 

methodological rigor and relevance; studies that did not 

provide sufficient data on detection performance, model 

specifics, or insights into user behavior were excluded, 

leading to a final selection of 254 articles. Key 

information was then extracted from each article, 

including authorship, publication year, detection 

approach, algorithms and techniques, performance 

metrics (e.g., accuracy, precision, recall, F1-score), and 

any noted limitations or research gaps. Data synthesis 

was performed through quantitative and qualitative 

analyses, grouping studies by detection approach to 

draw insights into trends, challenges, and findings in the 

field. A quality assessment was conducted on each 

study, evaluating factors such as research design, 

methodological transparency, and data validity to 

uphold reliability. Finally, the results were reported 

according to PRISMA guidelines, offering a 

comprehensive and structured overview of the current 

landscape in fake news detection research. 

 Findings 

The review identified several significant trends and 

insights regarding the methodologies and effectiveness 

of fake news detection techniques across 254 studies. A 

notable finding was the success of machine learning 

algorithms, particularly supervised learning models, 

which demonstrated high effectiveness in classifying 

fake news. Widely used algorithms, such as Support 

Vector Machines, Decision Trees, and Naïve Bayes, 

were effective in distinguishing fake news by analyzing 

linguistic features, sentiment, and other textual 

indicators, as highlighted by 43 articles. However, these 

models’ accuracy heavily depended on the quality and 

diversity of training datasets; limited or biased data led 

to decreased performance. Feature selection was found 

to be critical, with models incorporating specific 

linguistic and sentiment-based features yielding higher 

precision in detecting fake news. Despite these 

strengths, 31 studies noted scalability issues when these 

models were applied to larger datasets, indicating a need 

for optimized feature selection and algorithmic 

improvements for real-time applications. 

Deep learning models, especially Convolutional Neural 

Networks (CNNs), Recurrent Neural Networks 

(RNNs), and transformers, marked a major 

advancement in capturing complex textual patterns in 

fake news detection, as documented in 52 articles. 

CNNs were highly effective in identifying local 

dependencies and patterns, while RNNs, particularly 

Long Short-Term Memory (LSTM) networks, excelled 

in processing sequential data and capturing the 

 

Figure 12: Methodology Following PRISMA 

Guidelines 
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contextual flow of news articles. Transformers, 

especially models like BERT, achieved high accuracy 

by understanding nuanced language through contextual 

embeddings. Nevertheless, 39 studies noted that deep 

learning models presented challenges due to 

computational demands and the need for large-scale 

datasets, making them difficult to deploy in real-time. 

Furthermore, interpretability remained a limitation in 28 

articles, as the complexity of these models reduced 

transparency, prompting ongoing research to enhance 

neural network interpretability and accessibility. 

Unsupervised learning approaches proved instrumental 

in situations with limited labeled data, with clustering 

and anomaly detection techniques allowing for pattern 

identification in fake news without relying on 

predefined categories, as supported by 29 studies. 

Clustering algorithms effectively grouped similar 

content and identified patterns and narratives within 

misinformation, while anomaly detection techniques 

flagged outliers in language and structure, commonly 

found in fake news articles. Network-based 

unsupervised approaches identified clusters and 

communities where misinformation was prevalent, 

providing insights into how misinformation spreads 

within isolated network pockets. However, 21 studies 

highlighted that the absence of labeled data could limit 

the reliability of these models in high-stakes 

environments. Hybrid models, combining supervised 

and unsupervised learning, showed promise for 

mitigating these limitations, although further 

refinement was deemed necessary. 

Semi-supervised models, which leverage both labeled 

and unlabeled data, demonstrated significant 

adaptability, particularly in environments where fake 

news narratives evolve rapidly, a finding noted by 26 

studies. These models utilize labeled data as a 

foundation, applying iterative labeling techniques, such 

as self-training, to classify new data points, enabling 

continuous improvement without requiring extensive 

labeled datasets. This adaptability is highly beneficial in 

fake news detection, where misinformation patterns 

frequently shift in response to current events. When 

combined with deep learning architectures, such as 

CNNs or transformers, semi-supervised models 

demonstrated enhanced ability to detect nuanced 

language patterns. However, 17 studies indicated 

challenges in balancing the quality of self-labeled data 

with the need for high accuracy, emphasizing the 

importance of continuous monitoring and fine-tuning 

for these models. Finally, cross-disciplinary approaches 

in fake news detection expanded model capabilities by 

integrating psychological, sociological, computational 

linguistics, and network science insights, as highlighted 

by 23 articles. Psychological and sociological theories 

on persuasion, emotional appeal, and social conformity 

offered valuable insights into user behavior in response 

to fake news, uncovering how emotionally charged 

language and social validation drive misinformation’s 

spread. These findings facilitated the development of 

models that account for both linguistic and social 

factors, improving detection accuracy where user 

engagement plays a key role. Additionally, 

 

Figure 13: Findings on Fake News Detection Techniques and Challenges 
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interdisciplinary collaborations produced hybrid 

models that integrate social network analysis, user 

behavior analysis, and text-based techniques, capturing 

the full complexity of fake news dissemination. These 

collaborative efforts underscored that effective fake 

news detection requires multifaceted approaches, 

combining technical and social science expertise to 

address the adaptive and complex nature of 

misinformation. 

 Discussion 

The findings from this systematic review confirm and 

extend upon prior research in fake news detection, 

highlighting the strengths and limitations of various 

machine learning and cross-disciplinary approaches. 

Supervised learning models, particularly Support 

Vector Machines (SVMs), Decision Trees, and Naïve 

Bayes, proved highly effective in classifying fake news, 

corroborating earlier studies that emphasized their 

reliability and accuracy when applied to well-curated 

datasets (Meesad, 2021; Mishima & Yamana, 2022). 

However, the present findings underscore a recurring 

challenge in supervised models: their reliance on 

extensive and diverse labeled datasets to maintain 

accuracy across varied contexts. Previous studies have 

also noted this limitation, suggesting that the scalability 

and generalizability of these models remain restricted 

without continuous updates to their training data 

(Allcott & Gentzkow, 2017). This study further 

emphasizes the importance of feature selection, aligning 

with (Mahabub, 2020) findings, where linguistic and 

sentiment-based features significantly boosted model 

performance, though scaling these models remains a 

significant obstacle for real-time applications (Babar et 

al., 2024). 

The review also highlights the growing application of 

deep learning models, such as CNNs, RNNs, and 

transformers, in capturing complex language patterns 

and nuances associated with fake news. These models 

have shown significant advancements in accuracy, 

supporting the findings of Song et al. (2021) and Li et 

al. (2019), who demonstrated the capability of CNNs to 

capture local dependencies and RNNs to analyze 

sequential data. However, while deep learning models 

such as transformers (e.g., BERT) showed high efficacy 

in understanding nuanced language and context, this 

review reinforces that their computational demands and 

reliance on large datasets pose limitations for practical, 

real-time applications (Saikh et al., 2020). These results 

align with previous studies, which have consistently 

flagged interpretability as a challenge for deep learning 

models (Verma et al., 2019). The difficulty in 

understanding model decision processes has raised 

transparency concerns, underscoring the need for more 

interpretable models that can be effectively 

implemented in real-world settings, a point also noted 

by Shu et al. (2020) in their exploration of neural 

networks in fake news detection. 

The use of unsupervised learning models, particularly 

clustering and anomaly detection techniques, has 

proven valuable in environments where labeled data is 

limited, supporting the findings of Klein and Wueller 

(2017) and Ahmad et al. (2020). Unsupervised 

approaches, such as clustering algorithms, facilitate the 

grouping of similar content, allowing researchers to 

identify misinformation patterns within unlabeled data, 

which is essential in tracking emerging narratives in 

fake news. The findings of this review further 

substantiate the utility of anomaly detection in 

recognizing linguistic and structural deviations typical 

of fake news. However, this review also reaffirms the 

limitations of unsupervised models noted in prior 

studies, particularly their lower accuracy and increased 

risk of misclassification due to the absence of labeled 

data (Kumar et al., 2019). This aligns with previous 

literature that recommends hybrid models combining 

supervised and unsupervised methods as a more robust 

solution, which allows unsupervised models to benefit 

from the guidance of labeled datasets while preserving 

the flexibility of detecting unknown patterns (Awan, 

Yasin, et al., 2021). 

Semi-supervised learning models, which combine 

labeled and unlabeled data, emerged as highly adaptable 

tools in detecting fake news, particularly in fast-

evolving misinformation landscapes. This review 

supports earlier findings by Jang et al. (2019) and 

Sharma et al. (2021), who demonstrated that semi-

supervised models can maintain high accuracy by 

iteratively labeling and re-training on new instances. 
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The adaptability of these models is especially valuable 

in the fake news domain, where new misinformation 

patterns frequently emerge, posing challenges for 

models dependent solely on labeled data. When 

integrated with deep learning architectures such as 

CNNs and transformers, these models were shown to 

enhance detection capabilities by identifying subtle 

linguistic cues. However, consistent with previous 

studies, this review identifies a major limitation in semi-

supervised learning: the quality of self-labeled data, 

which can impact overall accuracy if not continuously 

monitored and fine-tuned (Hakak et al., 2021; Jo et al., 

2021). This highlights an ongoing need for research into 

methods that can improve the reliability and accuracy of 

self-labeled data in semi-supervised models. 

The findings also highlight the effectiveness of cross-

disciplinary approaches in fake news detection, as 

psychological and sociological insights on persuasion, 

emotional appeal, and social conformity enhanced the 

detection models’ capabilities. This aligns with findings 

by Rashkin et al.(2017) and Ahmad et al. (2020), who 

noted that fake news thrives on emotionally charged 

language that appeals to readers’ biases and reinforces 

social validation. Integrating these insights has allowed 

for the development of more comprehensive models 

that account for both linguistic and social dimensions, 

significantly improving detection accuracy. 

Furthermore, interdisciplinary collaborations in 

computational linguistics, network science, and social 

sciences have yielded hybrid models that integrate text-

based, behavior-based, and network-based detection 

methods. These models are highly effective in capturing 

the complexities of fake news dissemination, especially 

on social media, where user behavior and network 

structures play critical roles. This review’s findings are 

consistent with those of Raponi et al. (2022) and Nasir 

et al. (2021), who emphasized the value of integrating 

behavioral and network features in models, 

underscoring that a multifaceted approach is necessary 

to address the adaptive nature of misinformation. In 

addition, case studies of interdisciplinary projects 

further substantiate the need for collaborative research 

in fake news detection. The DARPA Media Forensics 

(MediFor) program and the Truthy project demonstrate 

the power of cross-disciplinary approaches in creating 

robust detection frameworks capable of identifying 

manipulated multimedia content (Manzoor et al., 2019; 

Shaikh & Patil, 2020). This review supports findings by 

Rubin et al. (2016), who emphasized the potential of 

interdisciplinary collaborations to develop more 

effective detection strategies that account for the 

different forms and mediums of fake news. These case 

studies illustrate that integrating insights from 

psychology, sociology, computer science, and network 

analysis enhances detection models' adaptability and 

accuracy in identifying fake news. Collectively, these 

findings reinforce the notion that combating fake news 

effectively requires a holistic approach, leveraging 

diverse expertise to address the sophisticated and 

evolving tactics of misinformation dissemination. This 

review’s analysis underscores the importance of 

continued interdisciplinary research and collaboration 

in developing adaptive and comprehensive fake news 

detection frameworks for real-world applications. 

 Conclusion 

This systematic review underscores the growing 

complexity and sophistication of fake news detection, 

highlighting the advancements, challenges, and ongoing 

needs in the field. Machine learning, particularly 

supervised and deep learning models, has shown 

significant efficacy in classifying fake news through 

nuanced text analysis, though these models face 

challenges in scalability, interpretability, and the 

demand for extensive labeled datasets. Unsupervised 

and semi-supervised approaches present adaptable 

solutions in data-scarce environments, with clustering, 

anomaly detection, and iterative self-training 

techniques proving useful for emerging misinformation 

patterns. Cross-disciplinary approaches, integrating 

psychological, sociological, and network insights, have 

been instrumental in understanding user behavior and 

network dynamics, enriching detection models by 

incorporating behavioral and social factors. The 

findings confirm that an effective fake news detection 

framework requires not only technical precision but also 

an interdisciplinary approach that leverages insights 

across computational linguistics, social sciences, and 

network science to address the evolving nature of 

misinformation. As misinformation continues to evolve, 

further research into hybrid models, enhanced 

interpretability, and adaptive frameworks is essential to 

ensure robust, real-time detection across diverse 

platforms and formats. This review calls for sustained 

collaborative research to develop comprehensive, 
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flexible, and efficient solutions that can effectively 

counter the spread of fake news in a rapidly changing 

digital landscape. 
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